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Fake media are not new …
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Deep(learning)Fake media are recent
Data source and dissemination channel: social platform

Computing power: GPUs

Fundamental technology: Deep Learning
Democratization: Open-source tools

FAKE
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GAN faces
We see faces …  

of persons who do not exist; 
Image source: www.thispersondoesnotexist.com 

FAKE

http://www.thispersondoesnotexist.com
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GAN faces

FAKE
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We hear speeches … 

 
 
 
that were not spoken;

Audio DeepFakes

FAKE
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Audio DeepFakes



© Siwei Lyu, All rights reserved.

And we watch videos … 

 
 
with swapped  
faces

Face-swap videos

FAKE
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Face puppetry 

FAKE
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Source: https://sensity.ai/

Face-swap videos
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DeepFake detection

Real

Fake

Feature 
extraction

• Data-driven methods 
• Cue-based methods 

• Signal features 
• Physical/physiological cues
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Data-driven methods

•

Fake

Deep neural network

Resent

VGG

Xception Net

Capsule Net

Efficient Net

HRNet
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• Lack of explainability 
 
 

• Lack of robustness to laundering operations 
 
 

• Susceptibility to anti-forensics

Fake

Real

Blurring, resizing,  
noise, compression
Blurring, resizing,  
noise, compression
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Data-driven methods: challenges 
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Physiological cues — blinking

They do not blink!
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Physiological cues — blinking

Yuezun Li, Ming-Ching Chang and Siwei Lyu. In Ictu Oculi: Exposing AI 
Created Fake Videos by Detecting Eye Blinking. In WIFS 2018
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Physiology: Pupil shapes

Image source: www.thispersondoesnotexist.com 

http://www.thispersondoesnotexist.com
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Physiology: Pupil shapes

Hui Guo, Shu Hu, Xin Wang, Ming-Ching Chang, and Siwei Lyu. Eyes Tell All: 
Irregular Pupil Shapes Reveal Gan-Generated Faces. In ArXiv 2021
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Physical cues — corneal reflections

L LR R

Real StyleGAN2

Image source: www.thispersondoesnotexist.com 

http://www.thispersondoesnotexist.com
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Results 

Shu Hu, Yuezun Li, and Siwei Lyu. Exposing GAN-synthesized Faces using 
Inconsistent Corneal Specular Reflection Highlights. In ICASSP 2021
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Physical cues — face orientations
DeepFakeReal

Y

3D landmark points
y

x

2D landmark 
points

Camera 
Coordinates

X

Z

Head   
Coordinates

U
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W

Xin Yang, Yuezun Li and Siwei Lyu. Exposing Deep 
Fakes Using Inconsistent Head Poses. ICASSP 2019

= small-| | = large-| |
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Signal cues — splicing traces

DeepFake

encoder

decoder

“code”

Yuezun Li and Siwei Lyu. Exposing Deep Fake Videos 
By Detecting Face Warping Artifacts. In CVPRW 2019
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Exposing DeepFakes: results

real Canny AI

ZAOCtrl Shift Face
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Bi-spectra of human and AI-synth voices

Amplitudes 

Phases 

Ehab ElBadawy, Siwei Lyu, and Hany Farid. Detecting AI-Synthesized Speech 
Using Bispectral Analysis, in CVPRW MediFor 2019
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Classification results
Classification results based on multi-class logistic regression

Ehab ElBadawy, Siwei Lyu, and Hany Farid. Detecting AI-Synthesized Speech 
Using Bispectral Analysis, in CVPRW MediFor 2019
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DeepFake-o-meter

Set up environment,

compile, and run

Download

Download

Front-end

..Flask based 
Website

maintainer

Shared folder

Back-end

Container1

NFS

Container2

Shared folder

Method1
Real
Fake

Submission
Results

Users
Front-end

..Flask based 
Website

maintainer

Shared folder

Back-end

Container1

NFS

Container2

Shared folder

Method1
Real
Fake

Submission
Results

Users

Front-end

..Flask based 
Website

maintainer

Shared folder

Back-end

Container1

NFS

Container2

Shared folder

Method1
Real
Fake

Submission
Results

Users

…

Detector 1

Detector 2

Detector n

…

Yuezun Li, Cong Zhang, Pu Sun, Lipeng Ke, Yan Ju, Honggang Qi and Siwei Lyu. 
DeepFake-o-meter: An Open Platform for DeepFake Detection. In International 
Conference on Systematic Approaches to Digital Forensic Engineering (SADFE), 2021

http://zinc.cse.buffalo.edu/ubmdfl/deep-o-meter/

http://zinc.cse.buffalo.edu/ubmdfl/deep-o-meter/


The Celeb-DF dataset
http://www.cse.buffalo.edu/~siweilyu/celeb-deepfakeforensics.html
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5,600 video clips with 2 million frames of 
high-quality synthetic DeepFake videos. 
Total downloads > 2,000 since Nov. 2019

http://www.cse.buffalo.edu/~siweilyu/celeb-deepfakeforensics.html
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Beyond detection

Model training Synthesis 

Make fake media traceable [Yu et.al. 2021]

Pu Sun, Yuezun Li, Honggang Qi, and Siwei Lyu. Landmark 
Breaker: Obstructing DeepFake By Disturbing Landmark 

Extraction, in WIFS 2020

Yuezun Li, Xin Yang, Baoyuan Wu and Siwei Lyu. Hiding Faces 
In Plain Sight: Disrupting AI Face Synthesis with Adversarial 

Perturbations. In ArXiv 2019

Face detection

Landmarks 
Landmarks 

Face detection

Original image 

Perturbed image Perturbed detection Unperturbed  
detection 

LMK perturb 

Face perturb 

Pollute the training data to disrupt model training
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The future of DeepFakes: Artificial Reality

Credit: work from UC Berkeley, U. Washington, MPI, and Nvidia Research
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Summary 
• AI algorithms facilitate creating AI synthesized media that 

can cause real damage.  
• Forensic techniques aim to detect and obstruct AI 

synthesized fake media.  
• Do not forget the “ShallowFakes”! 
• The competition between forgery making and forensics is 

a perpetual cat-and-mouse game. 

• Fighting fake media and disinformation is a community 
effort, involving academia, social platforms, government 
agencies, media and online users — all hands on deck!



Thank You!
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