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Recent Development of Generative AI(1/2)

• ChatGPT: 
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https://openai.com/blog/chatgpt/



Recent Development of Generative AI(2/2)
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Cited from https://www.sequoiacap.com/article/generative-ai-a-creative-new-

world/?fbclid=IwAR2GNyKNoEc_pv1TMjhUw2C7QluyIZnvnv9HlW2kD080wqwXV3L3zL-14Sk



Text-to-Image

• Stable Diffusion

• civitai

➢https://civitai.com/
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Cases Sharing
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Ref: FB 社團 IGC視覺藝創聯盟 ( 原 Midjourney AI 台灣社群 )

Images generated by Midjourney v5，It looks like a Facebook posts by someone.

Slide credit: Teddy Huang



Cases Sharing
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Ref: 和泰集團 ESG •與美好台灣同行

In Taiwan, there are already some commercial applications.

Slide credit: Teddy Huang



Safe, Secure, Trustworthy Artificial Intelligence 
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https://www.brookings.edu/articles/unpacking-president-bidens-executive-order-on-artificial-intelligence/



Motivation

• Malicious Face Forgery Applications

➢Pornography

➢Politics
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image source: https://technews.tw/2020/10/25/deepfake-deepnude/ Source: Stanford Internet Observatory

https://www.npr.org/2022/03/27/1088140809/fake-linkedin-

profiles?fbclid=IwAR3_ubq-

9niHCYj10LeqlBogoMG9ExSMjz7azLhMlteu2D6-C-shsJhAKUEhttps://www.youtube.com/watch?v=LFN9r70gk-Q



Motivation
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* Carlini, Nicholas, Jamie Hayes, Milad Nasr, Matthew Jagielski, Vikash Sehwag, Florian Tramer, Borja Balle, Daphne Ippolito, and Eric Wallace. "Extracting 

training data from diffusion models." arXiv preprint arXiv:2301.13188 (2023).

* Somepalli, Gowthami, Vasu Singla, Micah Goldblum, Jonas Geiping, and Tom Goldstein. "Diffusion art or digital forgery? investigating data replication in 

diffusion models." In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 6048-6058. 2023.



CheapFakes v.s. Deepfakes

• Cheapfake

➢Photoshop, ... Etc.

• Deepfake 

➢AI generated Content
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Image credit:  [Shawn et al. 2023 GLAZE] 

Image credit: Daniel Stanley Tan



The Evolution of Content Editing
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Slide Credit: Prof. Philip Isola, MIT



The Evolution of Content Editing
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LightStage

[USC ICT 2015]

DCGAN

[Radford et al. 2016]
StyleGAN

[Karras et al. 2019]



Denoising Diffusion Probabilistic Model
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Diffusion model:   1. Better mode coverage/diversity

2. Higher quality samples

3. Slower sampling

Learned Model (U-Net)

https://cvpr2022-tutorial-diffusion-models.github.io/

Ho, Jonathan, Ajay Jain, and Pieter Abbeel. "Denoising diffusion probabilistic models." Advances in Neural 

Information Processing Systems 33 (2020): 6840-6851.



The Evolution of Content Editing
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FaceApp

Faceswap

DeepFaceLab

Video credit: Chris Ume 

and Miles Fisher

Midjourney



DALL·E 2 (DALL·E 3)
From OpenAI

Ramesh et al. Hierarchical Text-Conditional Image Generation with CLIP Latents, OpenAI, 2022



Imagen
From Google

Saharia et al., Photorealistic Text-to-Image Diffusion Models with Deep Language Understanding, Google, 2022



Stable Diffusion

https://stability.ai/blog/stable-diffusion-announcement, Stability AI, 2022

Rombach, Robin, Andreas Blattmann, Dominik Lorenz, Patrick Esser, and Björn Ommer. "High-resolution image synthesis with latent 

diffusion models." In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 10684-10695. 2022.

https://stability.ai/blog/stable-diffusion-announcement


DreamBooth: Fine Tuning Text-to-Image Diffusion Models 
for Subject-Driven Generation
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Ruiz, Nataniel, Yuanzhen Li, Varun Jampani, Yael Pritch, Michael Rubinstein, and Kfir Aberman. "Dreambooth: Fine tuning text-to-

image diffusion models for subject-driven generation." arXiv preprint arXiv:2208.12242 (2022).



ControlNet
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Zhang, Lvmin, and Maneesh Agrawala. "Adding conditional control to text-to-image diffusion models." arXiv preprint 

arXiv:2302.05543 (2023).



Text-to-Video
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Imagen Video (Google), Phenaki (Google), Make-a-Video (Meta)

A giraffe underneath a 

microwave.

A clear wine glass with 

turquoise-colored 

waves inside it.

A bunch of autumn 

leaves falling on a 

calm lake to form the 

text ‘Imagen Video’ 

Smooth

A panda taking a selfie

Video credit: https://imagen.research.google/video/

Ho, Jonathan, William Chan, Chitwan Saharia, Jay Whang, Ruiqi Gao, Alexey Gritsenko, Diederik P. Kingma et al. "Imagen video: High definition video generation 

with diffusion models." arXiv preprint arXiv:2210.02303 (2022).

Villegas, Ruben, Mohammad Babaeizadeh, Pieter-Jan Kindermans, Hernan Moraldo, Han Zhang, Mohammad Taghi Saffar, Santiago Castro, Julius Kunze, and 

Dumitru Erhan. "Phenaki: Variable length video generation from open domain textual description." arXiv preprint arXiv:2210.02399 (2022).

Singer, U., Polyak, A., Hayes, T., Yin, X., An, J., Zhang, S., Hu, Q., Yang, H., Ashual, O., Gafni, O. and Parikh, D., 2022. Make-a-video: Text-to-video generation 

without text-video data. arXiv preprint arXiv:2209.14792.



Challenges

• The evolution of the deepfake technology is ongoing and 
upgrading in a very fast speed.

• The technologies are widely accessible to the public and much 
easier to use than before.
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Possible Countermeasures

• Passive Defense

➢Deepfake Detection

➢Digital Watermark

• Proactive Defense

➢Adversarial Attack
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Common Deepfake Manipulation
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.

Rossler, A., Cozzolino, D., Verdoliva, L., Riess, C., Thies, J., & Nießner, M. (2019). Faceforensics++: Learning to detect manipulated facial images. In Proceedings of the IEEE International Conference on Computer Vision (pp. 1-11).

Thies, Justus, Michael Zollhofer, Marc Stamminger, Christian Theobalt, and Matthias Nießner. "Face2face: Real-time face capture and reenactment of rgb videos." In Proceedings of the IEEE conference on computer vision and 

pattern recognition, pp. 2387-2395. 2016.



Deepfake Detection
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Deepfake@FaceForensics++

[Rössler et al. 2019]

• Sample visual cues for detection

StyleGAN

[Karras et al. 2019]

StyleGAN

[Karras et al. 2019]

FaceXRay

[Li et al. 2020]

[Hui et al. 2022]

https://twitter.com/umecha1128/

status/1582572128880115712



Deepfake Detection

• Train a binary classifier to distinguish real images from fake 
ones.

25

REAL

FAKE



Global Texture Enhancement for Fake Face 
Detection In the Wild 
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[Liu et al. 2020]



What makes fake images detectable? Understanding 
properties that generalize

• Handling 2D Deepfakes (Patch-Forensics)
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block 1 block 2block 3 output

Deep

fakes

Chai, Lucy, David Bau, Ser-Nam Lim, and Phillip Isola. "What makes fake images detectable? understanding properties that generalize." 

In European conference on computer vision, pp. 103-120. Springer, Cham, 2020.



Improving the Efficiency and Robustness of Deepfakes 
Detection through Precise Geometric Features
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Sun, Zekun, Yujie Han, Zeyu Hua, Na Ruan, and Weijia Jia. "Improving the efficiency and robustness of deepfakes detection through precise geometric 

features." In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 3609-3618. 2021.



Face X-ray for More General Face Forgery Detection
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[Li et al. 2020]



More Self-Supervised Deepfake Detection Approaches

30

Shiohara, Kaede, and Toshihiko Yamasaki. "Detecting deepfakes with self-blended images." In Proceedings of the IEEE/CVF Conference on Computer Vision 

and Pattern Recognition, pp. 18720-18729. 2022.

• Self-Blended Image



More Self-Supervised Deepfake Detection Approaches
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Chen, Liang, Yong Zhang, Yibing Song, Lingqiao Liu, and Jue Wang. "Self-supervised learning of adversarial example: Towards good generalizations for 

deepfake detection." In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, pp. 18710-18719. 2022.



Video Consistency(1/2)

32

Lips Don’t Lie: A Generalisable and Robust 
Approach to Face Forgery Detection, CVPR 2021

Joint Audio-Visual Deepfake Detection, ICCV 2021

https://arxiv.org/pdf/2012.07657.pdf


Video Consistency(2/2)

Leveraging Real Talking Faces via Self-Supervision for 

Robust Forgery Detection. CVPR 2022
Exploring Temporal Coherence for More General Video 

Face Forgery Detection, ICCV 2021



SELF-SUPERVISED AUDIO-VISUAL MUTUAL LEARNING FOR DEEPFAKE 
DETECTION (ICASSP 2023)

• Develop an effective audio-visual self-supervised pretraining-based feature extractor which 
can significantly improve the generalization of finetuned Deepfake detector for unseen 
Deepfakes. 

ChangSung Sung, Jun-Cheng Chen, Chu-Song Chen, "Hearing and Seeing Abnormality: Self-supervised Audio-Visual Mutual Learning for Deepfake Detection," EEE 
International Conference on Acoustics, Speech and Signal Processing (ICASSP), 2023.



CNN-generated images are surprisingly easy to spot... for now

35

Wang, Sheng-Yu, Oliver Wang, Richard Zhang, Andrew Owens, and Alexei A. Efros. "CNN-generated images are surprisingly easy to spot... for 

now." In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition, pp. 8695-8704. 2020.



Towards the Detection of Diffusion Model Deepfakes(1/2)
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Ricker, Jonas, Simon Damm, Thorsten Holz, and Asja Fischer. "Towards the Detection of Diffusion Model Deepfakes." arXiv

preprint arXiv:2210.14571 (2022)



Towards the Detection of Diffusion Model Deepfakes(2/2)
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Ricker, Jonas, Simon Damm, Thorsten Holz, and Asja Fischer. "Towards the Detection of Diffusion Model Deepfakes." arXiv

preprint arXiv:2210.14571 (2022)
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DE-FAKE: Detection and Attribution of Fake Images 
Generated by Text-to-Image Generation Models
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Sha, Zeyang, Zheng Li, Ning Yu, and Yang Zhang. “De-fake: Detection and attribution of fake 

images generated by text-to-image diffusion models.” ACM CCS 2023x`



43



44



45



46



47



More Deepfake Detection through Foundation Model

48

Chang, You-Ming, Chen Yeh, Wei-Chen Chiu, and Ning Yu. "AntifakePrompt: Prompt-Tuned Vision-

Language Models are Fake Image Detectors." arXiv preprint arXiv:2310.17419 (2023).



More Deepfake Detection through Foundation Model
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Chang, You-Ming, Chen Yeh, Wei-Chen Chiu, and Ning Yu. "AntifakePrompt: Prompt-Tuned Vision-

Language Models are Fake Image Detectors." arXiv preprint arXiv:2310.17419 (2023).



Possible Countermeasures

• Passive Defense

➢Deepfake Detection

➢Digital Watermark

• Proactive Defense

➢Adversarial Attack
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Artificial Fingerprinting for Generative Models: 
Rooting Deepfake Attribution in Training Data

51

Yu, Ning, Vladislav Skripniuk, Sahar Abdelnabi, and Mario Fritz. "Artificial fingerprinting for generative models: Rooting deepfake attribution in 

training data." In Proceedings of the IEEE/CVF International Conference on Computer Vision, pp. 14448-14457. 2021.



A Recipe for Watermarking Diffusion Models

53

Zhao, Yunqing, Tianyu Pang, Chao Du, Xiao Yang, Ngai-Man Cheung, and Min Lin. "A recipe for watermarking 

diffusion models." arXiv preprint arXiv:2303.10137 (2023).



Enhancing the Robustness of Deep Learning Based 
Fingerprinting to Improve Deepfake Attribution (1/2)
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Enhancing the Robustness of Deep Learning Based 
Fingerprinting to Improve Deepfake Attribution (2/2)
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Chieh-Yin Liao, Chen-Hsiu Huang, Jun-Cheng Chen, Ja-Ling Wu, “Enhancing the Robustness of Deep Learning Based 

Fingerprinting to Improve Deepfake Attribution,” in ACM Multimedia Asia conference (MMAsia), 2022.



Tree-Ring Watermarks: Fingerprints for Diffusion Images 
that are Invisible and Robust

56

Wen, Yuxin, John Kirchenbauer, Jonas Geiping, and Tom Goldstein. "Tree-Ring Watermarks: Fingerprints 

for Diffusion Images that are Invisible and Robust." arXiv preprint arXiv:2305.20030 (2023).



Possible Countermeasures

• Passive Defense

➢Deepfake Detection

➢Digital Watermark

• Proactive Defense

➢Adversarial Attack
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Disrupting Deepfakes: Adversarial Attacks Against Conditional 
Image Translation Networks and Facial Manipulation Systems
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[Ruiz et al. 2020]

[Goodfellow et al. 2015]



Cross-Model Universal Adversarial Watermark
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Hao Huang, Yongtao Wang, Zhaoyu Chen, Yuze Zhang, Yuheng Li, Zhi Tang, Wei Chu, Jingdong Chen, Weisi Lin, and Kai-Kuang Ma. "Cmua-

watermark: A cross-model universal adversarial watermark for combating deepfakes." In Proceedings of the AAAI Conference on Artificial

Intelligence, vol. 36, no. 1, pp. 989-997. 2022.



The Proposed Cross-Model Universal Adversarial Watermark

60

Shuo-Yen Lin, Jun-Cheng Chen, Jia-Ching Wang, "A Comparative Study of Cross-Model Universal Adversarial Perturbation for Face

Forgery," in IEEE International Conference on Visual Communications and Image Processing (VCIP), 2022.



GLAZE

61

Shan, Shawn, Jenna Cryan, Emily Wenger, Haitao Zheng, Rana Hanocka, and Ben Y. Zhao. "Glaze: Protecting artists from style mimicry by text-to-image 

models." arXiv preprint arXiv:2302.04222 (2023).



Takeways

• The evolution of the deepfake technologies (VAE, GAN, 
Diffusion models, etc) is fast and requires more ethical 
consideration for it.

• Educate the public to less rely on the videos as the evidence.

• The release of powerful AI models should be careful.
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Safe Deployment of Diffusion Model

63

Gandikota, Rohit, Joanna Materzynska, Jaden Fiotto-Kaufman, and David Bau. "Erasing concepts from diffusion 

models." arXiv preprint arXiv:2303.07345 (2023).



Thank You!

Any Questions?

64

Jun-Cheng Chen

Research Center for Information Technology Innovation, Academia Sinica

pullpull@citi.sinica.edu.tw
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